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Extracting and Combining Edges using Gradient Vector

Mutsuhiro Terauchi, Noriaki Yokota, Koji lto and Toshio Tsuji

Faculty of Engineering, Hiroshima University
Shitami, Saijo, Higashi-hiroshima 724 Japan

Abstract;  This paper presents an approach to extract and
combine straight or curved line edges in gray level images. Pixels
are grouped into some line-support regions. Then straight or
curved edges are assigned on the regions according to an
estimation of their curvature. Finally the extracted edges are
combined to form a boundary line. In our method fitting of the
straight or curved line can be performed by the same algorithm.
Some simulation experiments will be carried out for a TV image.

1.Introduction

Edges are the primitive in low level vision but have quite
important cues for image understanding and reconstruction of 3D
scene [1]. Many researchers have been using the edge as a basic
information of hierarchical image structures. Edges are usually
defined as local discontinuities or steep changes in some image
features, such as image intensity or texture. These edges have
been extracted by signal processing methods closely related to the
human visual processing. For example, D.Marr and E. Hildreth
showed that DOG (the difference of two Gaussian) zero-crossing

operator was the best engineering approximation to V3G filter
which gave the basis for the psychophysically determined
channels [2},[3]. These edges are emphasized by local spatial
differential operator with respect to the image, eg. Roberts,
Sobel, Laplacian operator etc [4],[5]. Thus there have been
presented a lot of researches in the literature [6},{7]. However the
line extraction has been still a difficult problem.

Most of the edge and line extraction algorithms uses the
magnitude of the intensity change as a measure of the local edge.
While edge orientation information may be used to modulate the
grouping process applied to the strong edges, the edge magnitude
usually has the central and dominating influence. We propose a
new approach to extract and combine the straight and curved lines
in intensity images. J.B.Burns.et.al. grouped pixels into line-
support regions of similar gradient orientation, and according to
dual overlapping-partition technique they solved the over-merging
and fragmentation tradeoff [8].

After extracting edges from gray level image, next step
necessary is to group them. It is called integration or combining
of edges, where roughly similar edges and/or line segments are

1026

grouped into larger lines or boundaries between sets of lines that
differ in certain way, which reflects the structure of the scene.
The Gestaltists thought of grouping as being subject to various
types of rules, the principle of closure, good continuation,
regularity, symmetry, simplicity, and so forth, which were
summarized as the Gestalt law of Pragnanz [9]. In general it is
pretty difficult to group tokens without knowledge which
concerns 3D physical world objects encountered frequently. But
to inroduce the knowledge to these low level vision is too
irrelevant and uninvited. In our research the grouping process is
however performed just based on some of the features of edges or
line segments.

2.Extraction of Edge Region
Straight or curved edge segments are one of the most

important keys for understanding or reconstructing the scene from

2D image. Generally, the edge is set of points where the intensity

of pixel (brightness) changes most steeply in its neighborhood. It

corresponds to a contour on 2D image and often a ridge or a

occluding boundary in 3D space.

2.1 Computation of Gradient Vector

First of all, the 2D image is divided into some regions by
gathering the pixels where the gradient vectors have the same
direction. The gradient vector is defined as a vector which

represents the direction of the steepest change of inteasity at a

pixel, which has the following properties:

1) It has large value near a boundary,
2) It is perpendicular to the boundary.
The gradient vector is computed using differential operators
as follows:

1) Compute the horizontal and vertical elements of the gradient
vector, i.¢. the intensity differences Gha(i,j), Gv(i.j)
between horizontal and vertical neighborhood pairs using the
following equations ( see Fig.1 ),

Gaif) = - g(iy) - glij+1) + g(i+1)) + g(i+1 j+1) ,
Gu(ij) = - g(i)) + g(ij+1) - g(i+ 1)) + gi+1 j+1),
where g(i/) denotes gray level intensity at the pixel (i,j).

2) Compute the length and the direction of the gradient vector

from following equations.
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Fig.1_Differential operator.
direction O=tan ¥l GG )]

Gr(i)
length Gl = v Gy (i gy + Grlif) @
where,

Gy, 20 6=86
G;‘ >0
Gy <0 8=6+2n

Gy>0 8=rx/2
Gr =0 {G,,:O 8=0

Gy>0 6=3xn/2
Gy <0 8=6+rm.
The above are computed for all pixels.
2.2 Grouping of pixels

The pixels are grouped into some regions based on the
directions of the gradient vectors, which is called "gradient
region”. The direction of the vector will be same along a straight
boundary line and change monotonously along a curved boundary
line. Therefore, the gradient regions may include some edges.
The grouping method proposed by J.B.Bums et.al. is as follows,
1) All the pixels arc labeled by one of the eight labels (Ai; i=1 -

8) shown in Fig.2a according to the direction of the gradient
vectors. Furthermore, they are also labeled one of another
eight labels (Bi; i = 9 - 16) shown in Fig.2b. That is, each
pixel has a couple of labels, say Ai and B:.

2) Comparing the label of the pixel with its adjacent pixel, if both
both have the same label, they are classified into the same
group, which forms a region.

3) Although each pixel is included in both the different regions
Ai and Bi, the region which consists of more pixels is
remained.

a) label (a)

b) label (b)
Fi ion block for ient vector,

The above algorithm implies that all the edges are
approximated by the lines perpendicular to the sixteen different
directions with the errors within % #/8.

Further, to reduce a noises mainly caused by digital
sampling, we need following low pass filtering,

Fup= 0.1(gG-14-1) + g(ij-1) + g(i+1j-1) + g(i-1,))
+2g(i)) + g+ 1) + g(i-1j+1) + g(ij+1)
+g(+1j+1)) , )

and also the isolated regions which consist of less than 2 pixels
are removed.

3.Representation of Edge
1.Judgement of lineari
It is assumed that there exists a straight line edge or a
curved line edge in the gradient region. Then we can decide
whether the straight line or curved line should be fitted using the
gradient vectors in the region according to the following
algorithm.
1) For each gradient region, compute the center point G and the
both side points M and ¥ of the area.
2} Compute the line which runs through the point G and is
perpendicular to the direction represented by the label Ai and
Bi which is given to the gradient region.

3) The points M and N are projected onto the line, and the
projected points are named A and B respectively.

4) A window with 1/10 width of the length AB is moved along
the line AB with the step 1/20. For each step the following
cost function is computed.

S =—L—EZwi; (8- 6 ©®
X wij

where,

Qij :the direction of the gradient vector of pixel j in sub-
region i.

wij : the length of the gradient vector of pixel j in sub-
region i.

6« : the direction represented by the label given to the
gradient region.

n : the number of pixels involved in sub region

Then the cost function sequence Si (i = 1,..,20) represents how

the gradient vectors change along the edges in the image. When

the sequence Si is plotted as shown in Fig.3, we can obtain the
following remarks from the graph.

a) If S; =0 for all i like Fig.3a, then fitted line corresponds with
the straight line edge included in the gradient region.

b) If S; #0 but constant for all i like Fig.3b, the edge is
straight but has slightly different direction from the fitted
line.

¢) If Si is not constant, the edge should be fitted by the curved
line. In this paper, then, Si is approximated by the straight
line like Fig.3c, which means that the edge is able to be fitted
by the arc,
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3.2.Curved line fitting

When the edge in the gradient region is fitted by the arc, the

radius of the arc is computed using the following equation.

R= d

2sin é——’”“-—’-‘—iﬁ—”—’ﬂ)
R :radius of the arc
d :length of the line AB
Smax : maximum value of Si
Smin : minimum value of Si.

, Q)

where,

The geometry of the eq.7 is shown in Fig.4.

arc.

The next step is to estimate the position and posture of the

Si

Smax

Smin

H
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** Depict the straight line ¢ which runs through the point H at
Si = 0 and has the same direction as the gradient vector at the
point H (see Fig.5). Then the curvature center of the fitted arc
must lie on the line ¢ and within the width ts of the cross
section at H. The exact position Pi of the arc center is
determined by the following cost function.

m
> wilyj-6§) — min , ®
j=1
where, m : the number of pixels in the region.
g; : the direction of the gradient vector at the pixel j.
w; : the len gth of the gradient vector at the pixel j.
;- the direction from the pixel j to the position Pi.

Gradient region

Center of curvature Pi
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3.3.Straieht line fittin

When Si = 0 as shown in Fig.3a, the fitted straight line
represents well the edge in the region. When S§; = 0 and constant,
however, the slope of the fitted line is different from the one of
the edges in the region. Then the slope should be compensated by
the constant value of Si. ,

Next it is necessary to determine the location in the region
of the fitted straight line. Assuming that the intensity level in the
region changes monotonously, the middle point of the intensity
on the line EF is chosen as shown in Fig.6.
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Fig.6 Fitting method for straight lin

4 mbinin

Since the image plane is grouped into the regions based on
the gradient vector, fragmentation of the raw line edges is unable
to be excluded. Therefore it is necessary to combine the line. In
our study the similarity of each feature of line is introduced to
judgement for combining. The features used here for straight and
curved line are as follows.

Common: terminal positions of line.

For Straight: orientation.

For Curved: curvature, the center of curvature.
When there are two or more lines side by side as shown in Fig.7,
then they should not be combined together. Such constraints are
implemented by heuristic rules.

%

(a) curved line (b) straight line

Fig.7 Exceptional case in line combining

S.Experimental Results
Qur method is applied for a image of real 3D scene to show

the efficiency of it. The process sequence of our method is shown
in Fig.8. The input image has 130x130 pixels with 256 level of
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intensity resolution. The image is filtered by local operator to cut
the high frequency noise. Then the gradient vector is computed at
every pixels in the image using differential operator. All the pixels
are labeled according to the direction of the vector, and the pixels
are grouped into the region in two ways. Then two interpretations
are integrated to one. After independent regions with less than 2
pixels are rejected, judgement of linearity and fitting of straight
and curved line are performed. Finally obtained line segments are
combined together by using the feature similarity for each curved
and straight line.

The input image used is shown in Fig.9, which contains an
indoor scene. The generated region image is shown in Fig.10. In
Fig.11 the gradient vectors are superimposed on the region
image. The obtained line segments are shown in Fig.11. In
Fig.11 there are a few curved line because the input image is
sampled data of indoor scene. However curved line is extracted
successfully, for example the handle of the board.
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6.Conclusion

In this paper the line segments are extracted from the gray
level image by grouping of pixels using the direction of gradient
vector, fitting curved and straight line, combining line segments.
The method is applied for real indoor scene, and the line segments
are successfully extracted.

It is difficult to extract boundary lines for a image where the
intensity change is not so steep by using just differential operator
which has been using. It is however possible by the method first
proposed by J.B.Burns et.al., because this method is not based
on the length of gradient vector but mainly on the direction of it.

Furthermore we formulate to fit straight and cuorved line
segments to grouped region and how to combine them. However
as we utilize only an arc for curved line, it is necessary to
represent it by using more expressive curved line, for example
ellipse or parabolic curve defined in differential geometry.
Furthermore how to combine or integrate the line segments
sophisticatedly is one of open problems.
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Fig.12 Extracted Line Segments
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